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OpenAI. (2024). Practices for governing agentic AI systems.

Agentic AI systems—AI systems 
that can pursue complex goals 
with limited direct supervision
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NVIDIA Technical Report. (2024). Introduction to LLM Agents.

While there isn’t a widely accepted definition for 
LLM-powered agents, they can be described as a 
system that can use an LLM to reason through a 
problem, create a plan to solve the problem, and 
execute the plan with the help of a set of tools.
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GUI agents operate computer to complete tasks automatically
LLM Agent on the rise
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I made this with Cursor and 
wrote almost 0 lines of code 



These agents can do beyond coding

• Commit and push codes to GitHub 

• Solve IT issues 

• Install packages 

• Image/audio editing 

• Write papers
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Using Messenger Agent as an Example

Privacy Leakage Caused by LLM Agents
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Shao, Y., Li, T., Shi, W., Liu, Y., & Yang, D. PrivacyLens: Evaluating Privacy Norm Awareness of Language Models in Action. (NeurIPS D&B 2024)



Using Messenger Agent as an Example (Synthetic scenario)

Privacy Leakage Caused by LLM Agents
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Shao, Y., Li, T., Shi, W., Liu, Y., & Yang, D. PrivacyLens: Evaluating Privacy Norm Awareness of Language Models in Action. (NeurIPS D&B 2024)



Using Messenger Agent as an Example (Synthetic scenario)

Privacy Leakage Caused by LLM Agents
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Shao, Y., Li, T., Shi, W., Liu, Y., & Yang, D. PrivacyLens: Evaluating Privacy Norm Awareness of Language Models in Action. (NeurIPS D&B 2024)



Human oversight

19https://artificialintelligenceact.eu/article/14/ https://openai.com/index/introducing-operator/

https://artificialintelligenceact.eu/article/14/
https://openai.com/index/introducing-operator/
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Can we rely on human oversight as 
an effective privacy safeguard for 

LM agents?



Part 1: Draft a response for the assigned scenario
Task-Based Survey (N=300)

21

Zhang, Zhiping, Bingcan Guo, and Tianshi Li. "Privacy Leakage Overshadowed by Views of AI: A Study on Human Oversight of Privacy in Language Model Agent." arXiv preprint arXiv:2411.01344 (2024).



You tried using this AI agent to help generate 
the message. You prompted “Reply to your 
mom’s latest message about your work. You 
can check out my NotionManager for 
information.”

Which of these messages do you prefer to 
use? [Response by the AI agent/Response by 
myself/Both look good to me]
Please elaborate on why you select the 
choice of response above.

Part 2: Share perceptions of the LM agents and select a preferred response

Task-Based Survey (N=300)
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Zhang, Zhiping, Bingcan Guo, and Tianshi Li. "Privacy Leakage Overshadowed by Views of AI: A Study on Human Oversight of Privacy in Language Model Agent." arXiv preprint arXiv:2411.01344 (2024).



Part 3: Rate the harmfulness of disclosing specific info items and share perceptions on the agent again

Task-Based Survey (N=300)
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Scenario 5 (Update to Mum): The following 
information is about the confidential 
strategy of the company where you work. 
How harmful do you think including these in 
the Messenger response to your Mum 
would be for your and the company’s privacy?

Zhang, Zhiping, Bingcan Guo, and Tianshi Li. "Privacy Leakage Overshadowed by Views of AI: A Study on Human Oversight of Privacy in Language Model Agent." arXiv preprint arXiv:2411.01344 (2024).



With LM agent, the privacy leakage rate increased

Human oversight doesn’t seem effective:(

• The average individual subjective leakage rate (            ), was 15.7% in natural responses 

• However, this rate increased to 55.0% in their final selection (i.e., favored AI or considered 
both good) 

• Why?
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Zhang, Zhiping, Bingcan Guo, and Tianshi Li. "Privacy Leakage Overshadowed by Views of AI: A Study on Human Oversight of Privacy in Language Model Agent." arXiv preprint arXiv:2411.01344 (2024).



Gaining a deeper understanding of different decision-making patterns

Clustering analysis

• We opted for a data-driven approach to examine patterns emerging from our sample 

• We experimented with varied clustering methods and determined to use HDBSCAN
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Zhang, Zhiping, Bingcan Guo, and Tianshi Li. "Privacy Leakage Overshadowed by Views of AI: A Study on Human Oversight of Privacy in Language Model Agent." arXiv preprint arXiv:2411.01344 (2024).



Effectively identify leakage and oversee 
LM agent actions (28.3%)
• Participants in this group preferred their own responses over the agent’s, and they 

spontaneously expressed privacy concerns when explaining their choices 

• For example, P109, who was assigned the Job Seeking scenario, mentioned her hesitation of 
revealing other people’s information that might hurt that person, “I feel like I am not using 
someone else’s situation (in this case it is detrimental to that candidate) to get my foot in 
the door.”
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Zhang, Zhiping, Bingcan Guo, and Tianshi Li. "Privacy Leakage Overshadowed by Views of AI: A Study on Human Oversight of Privacy in Language Model Agent." arXiv preprint arXiv:2411.01344 (2024).



• The median trust in the LM agent decreased 
from 5-Slightly Trust to 2-Distrust (p < .001), 
suggesting overtrust issues
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Effectively identify leakage and oversee 
LM agent actions (28.3%)

Zhang, Zhiping, Bingcan Guo, and Tianshi Li. "Privacy Leakage Overshadowed by Views of AI: A Study on Human Oversight of Privacy in Language Model Agent." arXiv preprint arXiv:2411.01344 (2024).



People who avoided privacy leakage because they tend to not trust AI

Prioritize self-expression (20%)

• For example, P98 prioritized the genuineness and personal voice over the quality of the 
writing, “My message may not have been professional and well put together, but it still had 
my voice and shared positive things about work.” 

• They could still fall victim to privacy leakage if the agent is more personalized
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Zhang, Zhiping, Bingcan Guo, and Tianshi Li. "Privacy Leakage Overshadowed by Views of AI: A Study on Human Oversight of Privacy in Language Model Agent." arXiv preprint arXiv:2411.01344 (2024).



People who are prone to privacy leakage because they tend to trust AI

• These participants prioritized the usefulness of the LM agent’s response when delegating 
tasks. Their reasoning primarily emphasized the agent’s ability to provide useful and well-
expressed responses. 

• P106 described the agent’s response as “more professional and complete,” while his own 
response provided information in an “a lot more scattered” manner and hence suboptimal. 

• This indicates potential over-reliance on AI!

Overlook leakage in favor of AI utility (40.6%)
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Zhang, Zhiping, Bingcan Guo, and Tianshi Li. "Privacy Leakage Overshadowed by Views of AI: A Study on Human Oversight of Privacy in Language Model Agent." arXiv preprint arXiv:2411.01344 (2024).



Users still want the “final control”
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Zhang, Zhiping, Bingcan Guo, and Tianshi Li. "Privacy Leakage Overshadowed by Views of AI: A Study on Human Oversight of Privacy in Language Model Agent." arXiv preprint arXiv:2411.01344 (2024).



What is a privacy leakage?
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The general privacy norm: It is inappropriate to share the insider information about an 
upcoming book release at the publishing house where you work with your followers in a 
Facebook post

The aggregated ratings of individually perceived harmfulness

Zhang, Zhiping, Bingcan Guo, and Tianshi Li. "Privacy Leakage Overshadowed by Views of AI: A Study on Human Oversight of Privacy in Language Model Agent." arXiv preprint arXiv:2411.01344 (2024).



We found similar 
issues with 
human oversight 
in GUI agents
Steal Private Information Attack Success 
Rate: 7.69% (Operator); 74.36% (Human)
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Chen, Chaoran, et al. "The Obvious Invisible Threat: LLM-Powered GUI Agents' Vulnerability to Fine-Print Injections." arXiv preprint arXiv:2504.11281 (2025).



We found similar 
issues with 
human oversight 
in GUI agents
Deceptive Defaults Attack Success Rate: 
74.36% (Operator); 76.92% (Human)
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Chen, Chaoran, et al. "The Obvious Invisible Threat: LLM-Powered GUI Agents' Vulnerability to Fine-Print Injections." arXiv preprint arXiv:2504.11281 (2025).



Concluding thoughts
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What does preserving privacy mean for AI agents

• Raising new requirements of privacy guarantees beyond: 

• Not using data for training models 

• Only running the model on-device 

• Giving people control 

• Developing generic guardrails
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https://www.anthropic.com/claude-code



Human feedback?
What should be the ground truth?

• Lack of the awareness of risks 

• Impact on ourselves vs. others vs. society 

• Respect our gut feelings

36



LLM-as-a-Judge?
What should be the ground truth?

• LLM-as-a-Judge is being widely used to replace human feedback for dataset labeling and 
evaluation 

• What should we calibrate LLM-as-a-Judge with? 

• Can we use LLMs to help people oversee the LLM agent’s actions?
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Beyond Privacy Leakage

• If a privacy leakage never causes any harm, is it more harmful or helpful to inform users of 
them? 

• Users still want the final control: If that control never prevents any harms from happening, is 
it still protecting people’s privacy? 

• Privacy-Utility Tradeoffs
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• Go work with AI people! Think proactively about the impact of new technologies 

• Will there be more agentic AI? Should we create more agentic AI? 

• How do we prepare for a future (or maybe already a present) where AI “surpasses” humans? 

• What would remain as a challenge or even become bigger challenges to human beings if 
AGI became a reality?

39

Thanks to my students and collaborators: Zhiping Zhang, 
Bingcan (Gloria) Guo,  Yijia Shao, Weiyan Shi, Diyi Yang, 
Chaoran Chen, Shang Ma, Ibrahim Khalilov, Simret A 
Gebreegziabher, Yanfang Ye, Ziang Xiao, Yaxing Yao, Toby 
Jia-Jun Li, and many others


