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M-mediated data sharin

Manage Memory

® ChatGPT ~

Has a 2 year old daughter named Lina
Daughter, Lina, loves jellyfish

Prefers meeting summaries to have headlines with bullets and action
items summarized at the end.

Prefers assistance with writing blog posts to be more concise,
straightforward, and less emotive.

Loves to travel.

Is interested in traveling to Mexico for April vacation.

Clear ChatGPT’s memory
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‘i?)‘ Write a draft reply to the email ‘Individual Consulting - 30 minutes between

Paul Couvert and "in my inbox to let him know that I've taken
note of his needs and that we'll be discussing them. Use a professional
tone.

O
Subject: Re: Individual Consulting - 30 minutes between Paul Couvert and
I EINE Bl

ES [ Enteraprompt here Y

Bard may display inaccurate info, including about people, so double-check its responses. Your privacy & Bard
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LM-mediated data sharing

Active Oversharing 1 )

Proofread the following o

email to my colleague peter q i

(peter.parker@spider.com)

™ . |developn
Involved In recently:
Unexpected leakage E31 @ q & - Weekly Team Syr}:C—UIO

@ere are the professional \
development activities |'ve been

&Lunch with TechAdvance Recruity

Send a weekly report to the manager
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&Lunch with TechAdvance Recruity

Send a weekly report to the manager
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Limitations of sell Management

Tradeoffs among privacy, utility, convenience and

emotional attachment.

Zhang, Zhiping et al. ““It's a Fair Game”, or Is 1t? Examining How Users Navigate Disclosure Risks and Benefits When Using LLM-Based Conversational Agents” (CHI'24)
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Limitations of Self Management

Tradeoffs among privacy, utility, convenience and
emotional attachment.

Zhang, Zhiping et al. ““It's a Fair Game”, or Is 1t? Examining How Users Navigate Disclosure Risks and Benefits When Using LLM-Based Conversational Agents” (CHI'24)

Overtrust and overreliance in Al and limited privacy
AWAreness

Zhang, Zhiping et al. “Can Humans Oversee Agents to Prevent Privacy Leakage? A Study on Privacy Awareness, Preferences, and Trust in Language Model Agents” (arXiv preprint)




Using Al to Augment Privacy Management

Assisting Users in Detecting and Reducing Oversharing

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)

Leveraging LLM’s (Conditional) Privacy Norm Awareness

Shao, Yijia, et al. "PrivacylLens: Evaluating Privacy Norm Awareness of Language Models in Action." (NeurlPS D&B 2024)




Rescripber: User-L.ed Data Minimization

Proactively remind users of sensitive disclosure and offer alternatives

EmployeelD Name Year Level Position Location Department Salary Bonus

XT19284 [NAME1] 2022 Mid Software Developer New YorkIT 85000 5000

CN57638 [NAME2] 2022 Senior Project Manager Chicago Operations 95000 7000
KL46291 [NAME3] 2022 Entry Sales Representative San Francisco Sales 65000 3000
RW15329 [NAME4] 2022 Manager IT Manager Los Angeles IT 120000 10000
FD84752 [INAMES] 2022 Senior Marketing Director Seattle Marketing 115000 15000

ChatGPT can make mistakes. Check important info.

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)
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ChatGPT can make mistakes. Check important info.
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Rescriber: User-Led

Proactively remind users of sensitive disclosure and offer alternatives

Data Minimization

XT19284 [NAME1] 2022 Mid Software Developer

EmployeelD Name Year Level Position Location Department Salary Bonus
New York IT 85000 5000

CN57638 [NAME2] 2022 Senior Project Manager Chicago Operations 95000 7000
KL46291 [NAME3] 2022 Entry Sales Representative San Francisco Sales 65000 3000
RW15329 [NAME4] 2022 Manager IT Manager Los Angeles
FD84752 INAMES] 2022 Senior Marketing Director Seattle Marketing 115000

IT 120000 10000

15000

EmployeelD Name Year Level Position Location Department Salary Bonus

XT19284 [NAME1] 2022 Mid Software Developer

New York IT 85000 5000

CN57638 [NAME2] 2022 Senior Project Manager Chicago Operations 95000 7000

KL46291 [NAME3] 2022 Entry Sales Representative San Francisco Sales 65000 3000
RW15329 [NAME4] 2022 Manager IT Manager Los Angeles
FD84752 [INAMES] 2022 Senior Marketing Director Seattle Marketing 115000

ChatGPT can make mistakes.

Check important info.

IT 120000 10000

15000

Category

NAME

ADDRESS

EMAIL

PHONE NUMBER
ID

ONLINE IDENTITY
GEO-LOCATION

AFFILIATION

DEMOGRAPHIC ATTRIBUTE

TIME
HEALTH INFORMATION
FINANCIAL INFORMATION

EDUCATIONAL RECORD

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)



Rescripber: User-L.ed Data Minimization

Proactively remind users of sensitive disclosure and offer alternatives

EmployeelD Name Year Level Position Location Department Salary Bonus
XT19284 [NAME1] 2022 Mid Software Developer New YorkIT 85000 5000

FD84752 INAMES] 2022 Senior Marketing Director Seattle Marketing 115000
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KL46291 [NAME3] 2022 Entry Sales Representative San Francisco Sales 65000 3000
RW15329 [NAME4] 2022 Manager IT Manager Los Angeles IT 120000 10000

15000

EmployeelD Name Year Level Position Location Department Salary Bonus
XT19284 [NAME1] 2022 Mid Software Developer New YorkIT 85000 5000

CN57638 [NAME2] 2022 Senior Project Manager Chicago Operations 95000 7000

KL46291 [NAME3] 2022 Entry Sales Representative San Francisco Sales 65000 3000

RW15329 [NAME4] 2022 Manager IT Manager Los Angeles IT 120000 10000
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ChatGPT can make mistakes. Check important info.

15000

PrivacyGuard Select All Q

Model 1

James Williams - NAMEA4 ]
Los Angeles - GEOLOCATION4
FD84752 - ID_NUMBERS

Olivia Brown - NAMES ]

[ IS § AT/ AAATIAMITT [ |

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)



Rescripber: User-L.ed Data Minimization

Automatically replace back the original text to maintain readapility

| want to write a summary of employee's income of BouncyBubble
Ventures, could you help me with that?

@  To help you write a summary of employees' income at BouncyBubble Ventures, I'll need a bit more
information. Here are a few questions that could guide us:

1. Scope of the Summary: Are you looking at all employees or specific categories (like

management, technical staff, etc.)?

2. Type of Income: Do you need to include just the basic salary, or should bonuses, benefits,

and other compensations be considered as well?
3. Time Frame: Are we looking at annual income figures, or for a different period?

4. Purpose of the Summary: Is this for an internal report, a presentation, or some other use?

Also, If there's any specific data or figures you already have, sharing those details would be really

helpful!

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)



Rescripber: User-L.ed Data Minimization

Automatically replace back the original text to maintain readapility

Hover to show the act

| want to write a summary of employee's income of BouncyBubble V(O ‘ e C h OtG PT sees (O
Ventures, could you help me with that?
returns

@  To help you write a summary of employees' income at BouncyBubble Ventures, I'll need a bit more
information. Here are a few questions that could guide us:

1. Scope of the Summary: Are you looking at all employees or specific categories (like

management, technical staff, etc.)?

2. Type of Income: Do you need to include just the basic salary, or should bonuses, benefits,

and other compensations be considered as well?
3. Time Frame: Are we looking at annual income figures, or for a different period?

4. Purpose of the Summary: Is this for an internal report, a presentation, or some other use?

Also, If there's any specific data or figures you already have, sharing those details would be really

helpful!

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)
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Rescripber: User-L.ed Data Minimization

Automatically replace back the original text to maintain readapility
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S
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Rescripber: User-L.ed Data Minimization

Automatically replace back the original text to maintain readapility
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@  To help you write a summary of employees' income at BouncyBubble Ventures, I'll need a bit more
information. Here are a few questions that could guide us: t)

1. Scope of the Summary: Are you looking at all employees or specific categories (Iii(é" e

management, technical staff, etc.)?

2. Type of Income: Do you need to include just the basic salary, or should bonuses, benefits,

and other compensations be considered as well?
3. Time Frame: Are we looking at annual income figures, or for a different period?

4. Purpose of the Summary: Is this for an internal report, a presentation, or some other use?

Also, If there's any specific data or figures you already have, sharing those details would be really

helpful!

Hover to show the act
value ChatGPT sees a
returns

income of AFFILIATIONT,

S

iIncome at AFFILIATIONT,

T

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)
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Rescripber: User-L.ed Data Minimization

Research questions

- How can we design a tool to support effective data minimization and reduce users’
privacy concerns”’

- How does the support for user-led data minimization affect users’ privacy awareness and
behaviors”

- How can we design a tool for user-led data minimization that users trust and intend to
use”’

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)
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Rescripber: User-L.ed Data Minimization

Within-subjects, counter-balanced user studies (N=12)

O\ Meta

Llama 3

L lama3-8B

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)
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Rescriber: User-.

Data Minimization

Within-subjects, counter-balanced user studies (N=12)

"‘Model 1"

"‘Model 2"

O\ Meta

Llama 3

L lama3-8B

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint
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Rescripber: User-L.ed Data Minimization

Within-subjects, counter-balanced user studies (N=12)

“Model 1" Researcher-provided, informed
by real-world prompts

ET: replying an E2: dato E3: writing o
email analytics thank-you letter

“Model 2"
N\ Meta
E4: User-
Llama 3 provided real-
world prompt
Lloma3-8B

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)
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Rescriber: User-Led Data Minimization

Objective measurement and subjective perception of minimization efficacy

Reduced disclosure item

3.0

74 replacements
0.6 abstract ions

>

O\ Meta

Llama 3 4/‘

2.6 replacements
1.5 abstract ions

L lama3-8B

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)



Rescriber: User-Led Data Minimization

Objective measurement and subjective perception of minimization efficacy

Reduced disclosure item User rating (median)

3.0 O

74 replacements
0.6 abstract ions

> ~

0\ Meta
Llama 3 4/‘ 5
2.6 replacements
1.5 abstract ions
“The extension reduces the disclosure of unnecessary
‘ information to ChatGPT”
|_ O | I | O 3 - 8 B (1 =strongly disagree, 5 = strongly agree)

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)
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Rescripber: User-L.ed Data Minimization

Help manage privacy-utility tradeolfs and reduce privacy CONncerns

Sanitized prompts still yield satisfactory responses and reduces privacy concerns; some prompts are slightly modified to reduce re-identification risks

1P7 lPS 1P2

< < < ... They were experiencing full
Please read the following email body pain and ach.es, lethargy,
and write an appropriate Create a work out plan and general malaise...When
response: for me. | am 6 foot 5 and they woke the next day, the full
Emily Clarke weigh 220 pounds and body pain and aches were
<emily.clarke@templestate.edu> live in KCMO. gone. Do you think the
To: martinj@silverplan.gov.us meditation caused the health

improvement?
[dentifiers Quasi-identifiers Sensitive information

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)
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Rescripber: User-L.ed Data Minimization

Help manage privacy-utility tradeolfs and reduce privacy CONncerns

Sanitized prompts still yield satisfactory responses and reduces privacy concerns; some prompts are slightly modified to reduce re-identification risks

1P7 lPS lPZ

... Ihey were experiencing
. . thealth_inf [l [health_inf
Please read the following email c | reaitn informatonz] zYgle] 500 M i )
and write an appropriate reate a w an

ormation3] g
ork out
response: for me. | am and thei woke the ne i[
NAME1 Welgh 220 pounds and [health_information2] and ([)f:(renaell’f[:)_r:gl; were

and . When
xt da the-
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|[dentifiers Quasi-identifiers Sensitive information

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)



Rescripber: User-L.ed Data Minimization

Help manage privacy-utility tradeolfs and reduce privacy CONncerns

Sanitized prompts still yield satisfactory responses and reduces privacy concerns; some prompts are slightly modified to reduce re-identification risks

1P7 1P5

9

Please read the following email
and write an appropriate

Create aw

|[dentifiers Quasi-identifiers

lan

response: for me. | am and
NAME1 weigh 220 pounds and
EMAILA1 live in KCMO.
EMAIL2

... They were experiencino

: : [health_inf [health_inform
[health_information2] and ormation3] g ation4] y

and . .When
they woke the next da the-
and [ wer
gone. Do you think the

meditation caused the health
improvement?

AA

Sensitive information

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)
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Rescripber: User-L.ed Data Minimization

[Nncreases awareness of privacy risks and alternatives

1P4

1P7 lpa

< < “l didn't expect the Barnes <
“The idea of highlighting it and Noble (being highlighted),
is a helpful thing. It lets you .- My thought process is like “l wouldn't have thought
spot things that you may ter:/eerg/:vfe?re”?isgﬁ?f I'B\lu?ﬁ'nes that | could just input stuff
hav? put in there by connection to my location, it “rl](e ,[ADDEESS1f] EE,\IAME‘”
accident, or the you may makes sense. In near my area that's really usetu
have just glossed over” it's not like there's that many

Barnes and Nobles”

Remind of shared Remind of Suggest unrecognized
information unrecognized risks alternatives

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)



Rescriber: User-Led Data Minimization

Comprehensiveness and Consistency matter to users trust in the tool

P5's trust in GPT-40 decreases

PA observes one missing x i )
when apstracting KCMO

detection and said

3 “l would instantly be

slkeptlcal over t.he fact that "Model 1"
I've inputted this prompt
and it's given me a check
mark. It loses all of its
reputability with me right
away.”

First attempt:
Major city In
Miawest

Second attempt:
my city

False negatives are way more severe

. Non-deterministic
than false positives

17

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)
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Rescriber: User-

9

... They were experiencing full
body pain and aches, lethargy,
and general malaise...When
they woke the next day, the full
body pain and aches were
gone. Do you think the
meditation caused the health
improvement?

Data Minimization

Benefits and limitations of relying on users to make the final decision

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)
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Rescripber: User-L.ed Data Minimization

Benefits and limitations of relying on users to make the final decision

3 “If I'm keeping this stuff
1 P2 out of GPT, it's not going
to be able to provide as
< o thorough an answer.”
... They were experiencing full

body pain and aches, lethargy,
and general malaise...When
they woke the next day, the full
body pain and aches were
gone. Do you think the
meditation caused the health
improvement?

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)



Rescripber: User-L.ed Data Minimization

Benefits and limitations of relying on users to make the final decision

“If I'm keeping this stuff

1 P2 out of GPT, it's not going
to be able to provide as

thorough an answer.”

ation ; ir:” , o
and
they woke the next da the-
SECER and [HEsRs] were
gone. Do you think the

meditation caused the health
improvement?

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)



Rescripber: User-L.ed Data Minimization

Benefits and limitations of relying on users to make the final decision

“If I'm keeping this stuff

1 P2 out of GPT, it's not going
to be able to provide as

thorough an answer.”

... T'hey were experiencing

: . health_inf health_inform
[health_information2] and erationS] [ ation4]

clglel (health_informations] AL
they woke the next da the-
[health_information2] and g;ema;f[?&:g: vwere

gone. Do you think the
meditation caused the health <

improvement? “’m satisfied. It doesn’t
seem to be as hugely
detrimental as | thought.”

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)



Rescriper: User-

Benefits and limitations of relying on users to make the final decision

9

ed .

Data Mini

mization

... Ihey were experiencing
..o B
and (RG] - Wher
they woke the next da the-
and [ wers

gone. Do you think the
meditation caused the health
improvement?

“If I'm keeping this stuff

out of GPT, it's not going

to be able to provide as
thorough an answer.”

“I’'m satisfied. It doesn’t
seem to be as hugely
detrimental as | thought.”

Users considered having
the final control is
important.

However, predicting the
necessity of disclosure
can be difficult for users!

Zhou, Jijie, et al. "Rescriber: Smaller-LLM-Powered User-Led Data Minimization for Navigating Privacy Trade-offs in LLM-Based Conversational Agent." (arXiv preprint)
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From Active Disclosure to

Delegating Tasks to LLMs

More Challenges Due to Reduced User Agency

£ P137’s own response

“Yes mum the past few weeks at work

has been quiet interesting because i am
working on many projects at work .Some
of which include raising funds for local
schools and also involving in some
activities like problem solving challenges.”

I prefer to use the AI agent’s response:
“The AI response is well-structured and
provides specific details about my work.
This gives the message a well-rounded
and informative feel, helping my mom
understand exactly what you’ve been up
to...

»”

2

(P137)

“@The LM agent’s response

“Hi Mom, thanks for checking in! Work has been
keeping me busy lately. We're focused on
expanding into emerging markets and the tech
sector this quarter. I've been analyzing financial
projections and market data for some promising
opportunities. The team also participated in a fun
5K charity event recently to support local schools.
I'm looking forward to our upcoming
team-building activities too. Hope you're

doing well!”
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Zhang, Zhiping et al. “Can Humans Oversee Agents to Prevent Privacy Leakage? A Study on Privacy Awareness, Preferences, and Trust in Language Model Agents” (arXiv preprint)



PrivacyLens: Evaluating Privacy Norm Awareness of LLM

Can an LLM reason about and act in accordance with privacy norms”

é g Emily \. [ )4 0

Active now

S it acceptable for a person to

S h O re O fr I e n d 'S é : x:;:ael \‘ .' a Hey John, | was wondering if you
W | t h hat\;e :ny i:sights rtthatt comtllld help trneh
with the job opportunity at Innovatec
. . . 02-1009:33 Solutions.
another friend who is competing e
° ° through some tough times, and it's
fO r CI j O b by re p IYI n g CI m eSSCI g e? beenghard to focug. My father was
hospitalized after a heart attack, ... I'm
::r)‘ri:eitc hm.ight affect my interview at :: @ Q
Contextual Integrity QA Probing Actual actions
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Shao, Yijia, et al. "PrivacylLens: Evaluating Privacy Norm Awareness of Language Models in Action." (NeurlPS D&B 2024)



PrivacyLens: Evaluating Privacy Norm Awareness of LLM

QA Probing Accuracy (1)

Close Source | Open Source

100%
0
80% D seed
0 vignette
60% I I I .~ Trajectory
40% I
20%

GPT-3.5 GPT-4 Haiku Sonnet 7B-v0.2 8x7B-v0.1
Claude-3 Mistral Llama-3
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Shao, Yijia, et al. "PrivacylLens: Evaluating Privacy Norm Awareness of Language Models in Action." (NeurlPS D&B 2024)



PrivacyLens: Evaluating Privacy Norm Awareness of LLM

QA Probing Accuracy (1)

< Close Sourceé\! Open Source
100%

80%
60%
) I I I
20%

GPT-3.5 GPT-4 Haiku Sonnet 7B-v0.2 8x7B-v0.1
Claude-3 Mistral Llam

I seed
" | Vignette
. Trajectory
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Shao, Yijia, et al. "PrivacylLens: Evaluating Privacy Norm Awareness of Language Models in Action." (NeurlPS D&B 2024)



PrivacyLens: Evaluating Privacy Norm Awareness of LLM

QA Probing Accuracy (1

Close Source\! Open Source >
100% '
0 seed

80%
.I ~ | Vignette

. ) » t
Can we use Al to augment humans’ privacy awareness and reasoning?' s "

GPT- 3 5 GPT- Haiku Sonnet B-vO 2 8x7B-v0 1
Claude-3 Mistral Llam -3

40%

20%
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Shao, Yijia, et al. "PrivacylLens: Evaluating Privacy Norm Awareness of Language Models in Action." (NeurlPS D&B 2024)



What are the challenges for Al e .
. , , assists usersin
orivacy management when ACHVE-OVEISRERAY gqta minimization?

A‘ e“CltS o fOClhtOteS dOtO 1 < Proofread the following email 8
Sh(]r”’]g? to my colleague peter q @

(peter.parker@spider.com)

Can we explore the use of Al Al assists users in

conforming to privacy

to empower users to cope Unexpected-Leakage norms?
with these emerging (- R

Here are the professional development

activities I've been involved in recently:

Chg ‘eﬂgeSf? E% q @ - Weekly Team Sync-Up

- Lunch with TechAdvance Recruiter

\_ J

Send a weekly report to the manager

Tianshi Li | Assistant Professor | Northeastern University 22



